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A Computer Systems Approach Towards the Recognition and Analysis of Content* 

HOWARD P. IKER and NORMAN I. HARWAY 
Department of Psychiatry, School of Medicine and Dentistry 

University of Rochester, Rochester, N. Y. 

This paper explores a method of content analysis which allows the user to discover what his data are 
about without having to .furnish a priori categorizations within which to classify these data. Based 
originally on problems encountered in psychotherapy - the questio1, of the relationship bet,veen the 
substance and structure of oral communications between psychotherapist and patient - the paper 
also explores the possibility of adapting this method of content analysis to other kinds of data. The 
initial task of this analysis is to generate informational categories with which many content analytic 
systems begin. Based on an associational approach, the basic unit of information is the 11•ord itself. 
A matrix of intercorrelations among words is eventually factor analyzed to determine systematically 
the common.factors which may account for the matrix in a meaningful 11•ay. To reduce the number 
of words to a manageable size, a system of programs ( WORDS) has been developed. This paper 
then considers the current use of the WORDS System, its goals and structure, the results and implica
tions of some current research, and plans for the future. 

The key question which we have been exploring for almost 
six years (2, 3, 4) is whether there exists a method for con
tent ana lysis which will allow the user to discover what 
his data are about without having to furnish a priori cate
gorizations within which to classify these data. Any other 
currentl y used content-analytic system of which we are 
aware requires, at the least, that the user furnish a set of 
categories to which the various portions of the text are to 
be allocated. lt is our purpose to demonstrate that there is 
an alternative to this approach. 

Our original interest in the area was in the process of 
psychotherapy, in the changes in cognitive organization 
which occur as a result of treatment, and in the process of 
change. Psychotherapy, if we exclude for the moment 
certain of the behavioral therapies, involves the user of 
oral communication to modify, among other things, a 
person's perspective of himself and of his world. To the 
extent that this occurs, this change should be reflected in 
the individual's verbal behavior. Since the assumption is 
that the communications of the psychotherapist are influ
ential in accomplishing this change, we are led to the 

* This is a draft of a paper commissioned by and prepared for the 
National Conference on Content Analysis, November 16-18, 1967 
at the Annenberg School of Communications, University of Pennsyl
vania, Philadelphia, Pa. The research was supported in part by U.S. 
Public Health Service Grant M H-10444, National Institute of M enta I 
Health. We wish to acknowledge also the aid of Miss Janet Barber, 
Mr. Gerald Leibowitz, and Dr. Edward Ware. 
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question of the relationship between the substance and the 
structure of the ora l communications among psycho
therapist and patient, their change with time and with 
progress in treatment. 

Over the years during which we have been developing 
the system for making such analyses, it has become clear 
to us that the system can be applied to kinds of data other 
than those embodied in psychotherapy materials. 

The basic assumption upon which this system rests is 
that there exists sufficient meaning within the word and 
within the temporal associations among and between 
words to allow the elicitation of major content materials 
and categories. In short, it is the initial task of our ap
proach to generate the kinds of informational categories 
with which many content analytic systems begin. 

Utilizing an associational approach as the foundation 
for our method, we take, as our unit of information, the 
word itself. Dividing an input document into segments 
of time, or segments of equal length, or equal numbers of 
sentences, etc., it is possible to count the frequency with 
which each word occurs in each such segment. Using 
these data, intercorrelations among all words may be 
obtained; operationally, these intercorrelations represent 
the degree of co-occurrence, i.e., association, between 
words as they are observed across successive units of the 
data-base. This matrix of intercorrelations may then be 
factor analyzed to determine, in a systematic fashion, if 



there are common factors which can account for the ob
tained associational matrix in an efficient and meaningful 
way. 

Jn a factor-analytic approach towards this kind of data, 
it is necessary to reduce the number of different words 
that are examined. This criterion, a function of machine
size, program running time, and factor interpretability 
demands that the number of variables (words) analyzed 
be held to some reasonable minimum. It is the job of the 
system of programs which we have developed, WORDS, 
to allow this reduction and the subsequent statistical 
analyses that are necessary. 

This paper will discuss the current implementation of 
the WORDS System, its goals and structure, the results 
and implications of some current research, and will then 
discuss our plans for the future concerning changes in the 
system and directions for future research. 

IMPLEMENTATION OF THE WORDS SYSTEM 

Computing Facility 

WORDS has been developed at the University of Roch
ester Computing Center. Until recently, all large scale 
work in this facility has been run on an IBM 7074 com
puter. The 7074, a second generation, medium-speed 
machine, has characteristics including extremely powerful 
input/output (J/0) hardware and logic, and highly flex
ible scatter read/write commands. It is a fixed word length 
machine (five characters or ten digits with sign per 
machine word) with decimal arithmetic and hardware 
supported floating point operations. The configuration at 
the University of Rochester operates with a JOK core and 
is supported by eight 729-lY tape drives and a 1301 disk 
file. Final output from the system must be to tape with 
all printing and punching done offline on an IBM 1401 
configuration. 

This configuration runs under control of the Computing 
Center's resident monitor which operates the system on a 
batched queue basis . As such, all daytime runs operate 
under closed-shop conditions with all operations handled 
by a computing-center machine operator. 

System Goals 

Before beginning actual programming on WORDS, a set 
of system goals was developed. The considerations dic
tating choice of these goals were based on the several uses 
to which WORDS could be put. WORDS had to be 
capable of large scale, repetitive, methodological investi-

gations; as such program running times had to be as 
efficient as possible. WORDS had to be useful as a 
production device; as such, ease of system use and good 
turnaround time were needed. Finally, WORDS would 
probably be used by other members of the University and 
therefore should not be difficult to learn. 

With these considerations, as well as those dictated by 
the method itself, a set of generalized criteria were 
developed to help in directing the systems work and 
programming applications to follow. 1 

User-Orientation 

WORDS was designed to be as easy to use and to learn 
as possible. Despite this desire, the final results are far 
short of the mark as can be attested to by a 110 page user's 
manual. While the system is not inordinately difficult to 
use and does not require any extensive experience with 
computers or programming, its use clearly requires some 
amount of training. Considering the complexity of the 
total system itself, this requirement is not unreasonable; 
nevertheless, both we and the users would be happier were 
the method easier to understand. Future implementations 
will result in a much more easily used system. This 
decrease in difficulty will come about for two reasons; 
the first is a direct result of our experience with the 
current system and knowledge of how we could make 
things easier even within the current system itself; the 
second reason sterns from the greatly increased sophis
tication and flexibility of third-generation software which 
substitutes the operating system of the computer for much 
programming effort on the part of the developer. 

Because WORDS does not demand any computer ex
perience of the user it must be able to run under control 
of the target computer's resident monitor in a closed-shop 
environment. Since WORDS contains a large number of 
programs any, or all, of which can be called in any order 
appropriate to the purpose of the run, WORDS itself 
must be monitored. For a second generation resident 
monitor such a consideration demands a systems monitor 
capable of operating with and communicating with the 
resident. 

Flexibility 

WORDS is designed so that the user should have no great 

1 Throughout the development and programming of the WORDS 
System, the advice and assistance of Mrs. Barbara Rothe has been 
invaluable. 
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difficulty in manipulating his da ta as is necessary for 

production of appropriate output. Thus, WORDS has 

been written to allow the user to configure a run with as 

many or as few programs as necessa ry , to utilize, wherever 

poss ible, mnemonics rather than numeric informatio n for 

control purposes, to affo rd as effortless a ha ndling of 1/0 

as poss ible, a nd to allow a wide range of output formats. 

Efficiency 

Typical da ta-bases in o ur current research invo lve files of 

approximately 25,000 words. Typical run configurati ons 

often run more than 20 separate program call s for succes

s ive ma nipul ations of thi s data . A total run , then, can 

easily involve the computer in the manipulation of well 

over one million records. On a machine with the speed 

of the 7074, then , a high degree of program efficiency is a 

clea r necess ity . 

Protectiveness 

Use of WORDS almost inva riably dema nd s repetitive 

runs on the computer with the input for any give n run 

being based , a t least in part, on output from pri or runs; in 

such a case, some devices a re needed to protect prior data 

from poss ible destruction during a run. Additionally, a 

complete run configuration for any extensive processing 

by WORDS can generate a complicated calling sequence 

with mass ive l /0 operations so tha t a software or ha rdwa re 

failure is always a poss ibility . WORDS is designed to 

fail-safe and to produce as much diagnostic information 

for the user as possible. 

Appendix I may be consulted for further information on 

the system. It details the structure of the WORDS 
System: its systems organization, data organization, pro

gram organization and a li st and description of each of 

the maj o r progra ms in the system. 

CU RRENT RESEA RC H 

M ethodologic Issues 

The VHH Approach 

Over the past several years, apa rt from the complete re

programming of WORDS, our major research emphasis 

has been to investiga te some of the methodologica l 
problems confronting thi s technique. One of the most 
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importa nt of these issues, both on a practical and theoret

ical leve l, derives from the technique used for the reduc

tion of the number of different wo rds fou nd in the raw 

data base . The quest io n wh ich we have investigated was 

whether alternative methods for reduction of these words 

could be found that did not involve the extens ive use of 

synonym iza ti on. 

In our a na lysis of a typical data base - five psycho

therapy interviews - we enco unter about 1300 different 

words mak ing up the total 25,000 word protocol. Since 

the max imum matrix with which we can work is 2 15 

va ri ab les, we must make reductions compri ing 83 % of 

the tota l number of different words. 

The meth od we initia ll y employed was based on a four 

phase process. Utilizing the PARSE programs, all art icles, 

prepos itions, conjunctions, etc., were removed. The next 
phase used STRIP to change a ll wo rds in to root form. 

The third, heav il y employi ng synonym ization, combined 

words hav ing the sa me basic meaning and being used in 

the same fashion. Lastly, a li st of remaining different 

words, sorted by frequency of occ urrence, was generated ; 

beginning with the word of highest frequency, this li st was 

downcounted to reach 215 di fferent words which were 

then subjected to matrix a na lysis. lt is the synonym izat ion 

phase which we have fou nd most difficult in implemen

tation a nd most dangerous in terms of objectivity. Syn

onymization requires two basic commitments from the 
use r: the first being extensive amounts of time and the 

second being the use of subjective and potentially un

reli able judgments. In many respects, synonymization 

places the same demands on the user as does the typical 

content-a na lytic method of a priori categorization. Except 

for the fact that the data itse lf, rather than the initial 

interests of the investigator, generates the potential cate

gories (generic word), we are faced in synonymization 

with the same degree of subjectivity and inefficiency as 

we would be were we to have begun word reduction with 

a set of categories into which the data was to be a llocated. 

With a synon ymizing procedure, the time demands 

placed upon us in reducti on of the data in a typical set of 
five interviews was considerable. At least a month was 

required , from both investigators, with a heavy investment 

of twenty-seven pre-factor runs on WORDS being nece -

sa ry before producing the fina l rotated factor structure 

representing the content-recognition portion of the anal

ys is. 

More important than time, however, was the constant 

requirement that we exe rci se our own judgment as to when 

two words were being used in a fashion and with a meaning 

such that they could be combi ned into o ne. While WORDS 

is implemented to make this task easier and more reliable 



than before (cf. Appendix I: HSTRY, IDIOM, TEXT I 

and TEXT 2, PARSE, etc.), there is little question but 

that our ability to maintain a high degree of freedom 

from a priori needs and ideas in the selection of combi

nations decreased as the time wore on and the combi

nations became more and more difficult to locate. 

Our experience, then, in the analysis of data using ad 

hoc synonymization procedures to carry a large bulk of 

the reduction process demanded that we investigate other 

techniques that were more efficient and less subjective. 

Accordingly, we began work with a different approach in 

which synonymization played a minimal role and in which 

major reductions were accomplished by deletion proce

dures. 
This new technique, which we have euphemistically 

labeled UHH (Untouched by Human Hands) as opposed 

to SY (Synonymization), operates according to a gener

alized et of rules. The application of these rules, rather 

than ad hoc decisions deriving from our own inspection of 

the data, clearly reduces both the time required and the 

subjectivity involved in the reduction process. 

UH H rules currently fall into two phases: pre- and 

post-factoring. In the pre-factor phase, we first parse and 

then subject the data to a common STRIP run for the 

purposes of de-inflection and a change to root form of all 

comparatives. Following this, EDIT is applied. EDIT is 

used to make four kinds of change: (I) deletion by part of 

speech so that all articles, prepositions, conjunctions, etc., 

are removed; (2) deletion of certain words which carry very 

little meaning outside of context, e.g., sort, still, be, thing, 

ago, etc.; (3) deletion by the combination of word/speech 

categories so that, for example, kind (adjective) is retained 

while kind (noun) is deleted, or like (verb) is retained while 

all other forms of the word are dropped; ( 4) lastly, a low 

level of pre-determined synonymization is applied in which 

generic words are created to subsume a set of other highly 

related high frequency words, e.g., NO is held as a generic 

word which will contain all occurrences of neither, nel'er, 

nobody, none, nor, not, nothing, and noll'here. 
It is of importance to the UHH approach to note that 

this kind of synonymization rule is applied to data prior 

to any analysis of the data and, where feasible, is applied 

prior to any inspection of the data itself. 

After subjecting the data to this set of pre-factor rules, 

a downcount is taken on a frequency ordered list and the 

215 words with the highest frequencies are then subjected 

to factoring. Post-factoring rules serve a common goal: 

the improvement of the obtained factor structure. Such 

improvement can come about in two major ways within 

the constraints of our methods and techniques; the first 

kind of improvement obtains factors which have a better 

statistical structure such that loadings are improved, 

amount of variance extracted is increased, and factor 

independence is better. The second kind of improvement, 

obviously not independent of the first, is to improve the 
"meaningfulness" of the factors. 

l n our attempt to improve both structure and content, 

we have begun to investigate post-factor rules for the 

deletion and /or synonymization of words. There are 

basically two such rules. The first derives from clusters 

within the factors themselves. Thus, one factoring run 

yielded a factor with the days of the week heavily loaded 

within it; we utilized this information to produce a generic 

"TIME" term subsuming the days and thus opened the 

matrix size for the inclusion of seven additional words 

should this be indicated. 

The second rule which we make use ofin post-factoring 

derives from the fact that common usage holds loadings 

less than .30 as being fundamentally uninterpretable. Thus, 

we are also investigating the results from re-factoring 

after having dropped all words which never obtain a 

loading greater than .29 anywhere in the obtained factor 

structure. Obviously, both of these rules result in a 

reduction of total matrix size; one of the questions, 

within a UHH approach, with which we are concerned is 

whether we better obtain our goal of improved structure 

by re-factoring with a smaller size matrix or whether it is 

more fruitful to include additional words (formerly unin

cludable) now available because of the open slots in the 

matrix. Our initial results suggest that replacements, rather 

than a size reduction per se, is the more appropriate 

technique. 

Using a UH H approach, the time for complete analysis 

of the same set of data mentioned earlier, has changed to 

approximately four hours of investigators' time as opposed 

to almost a month using SY and, as would be expected, 

the m,mber of computer runs has sharply reduced. Typi

cally, four runs carry us through initial screening, pars

ing, deinflection, editing, factoring and re-factoring. De
pending upon turnaround times and daily load require

ments at the university computing-center, we can rea

sonably expect to complete analyses in something less than 

a normal work week. With SYN, turnaround time and 

repetitive runs, made six weeks a minimum. 

The results, with UHH, have been quite encouraging. 

Before beginning the U HH factoring of interview 23-27 of 

subject Pl. we had available the SY results on that same 

data. 2 Accordingly, we used, as a partial criterion, the 

2 This data consists of a set of 462 consecutive psychoanalytic 
treatment sessions wich were tape recorded and made available to us 
by Dr. F. Gordon Pleune. We are grateful for his help and his 
cooperation in the analysis of this data. 
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comparability of the two factor structures to make some 
judgment about the viability of a UHH approach. While 
the factor structures were not identical, there was sufficient 
si milarity between the two to make us believe that the 
method should be refined further. 

Table 1 illustrates the kind of structure and the basic 
similarity between the two approaches. 3 

TABLE 1 

Part 1. Comparison of SYN and UHH Factors* 

(Varimax rotated loadings truncated at < .30) 

SYN FACTOR 3 UHH FACTOR 12 

Old 95 Old 
Change 94 Clothes 
Dress 85 High 
Look 83 S chool 
Friend 79 Friend 
Okay 77 Dress 
School 77 Look 
Clothes 75 Enjoy 
Sloven 72 Definite 
Allrac/ 70 See 
Relax 63 Long 
Keep 56 Apologize 
Apologize 41 Always 
Good 38 Keep 
Shave 38 Lot 
Mee/ 36 A //en/ion 
Differ 34 Normal 
Peculiar 33 
Allention 32 
See 32 

* SYN refers to word reductions via synonymization as well 
deletion ; UH H data is reduced without synonymization . 

Part 2. SYN Factor 3 High Scoring Segment 

94 
91 
91 
83 
82 
62 
53 
50 
47 
45 
43 
41 
34 
34 
34 
32 
30 

as 

Friend of mine and I and every time I see this old high school friend , 
Jam always dressed in old clothes. And one day, I sort of apologized 
for always seeing him this way and he said he never saw anybody 
look as good or as well in old clothes as I do. I don't know if I do 
it for, [ know that I have done this, that I have gone to parties not 
shaven and dressed this way and would go weeks in high school , not 
weeks but a whole week, with dressing this way or slovenly. But I , 
I guess it, it would attract attention . I know if l see somebody 
dressed this way and unshaven for a whole week l would look at 
them myself. 

3 Jn this, and in all other analyses reported in this paper, a com
bination factor of 5 has been used in preparing the data for corre
lation. Thus, if psychotherapy data is being analyzed each successive 
set of five minutes is combined and analyzed as one observation ; 
a nalogously, in analysis of the book data to be reported later, each 
successive set of five pages has been combined and analyzed as one 
observation. 
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Factor Scoring 

One of the more important uses for WORDS, in a post
factor environment, is for content analysis. It is of im
portance to us that we be ab le to investigate content 
changes over time, across speakers, under different cir
cumstances, etc. Our first step for implementing this goal, 
involves locating those portions of the data base from 
which specific content and/or thematic areas were being 
elicited. The SCORE program in WORDS is designed to 
accomplish this task. 

With the final factor structure loadings as the prime 
data, SCORE will scan the data base, from which these 
loadings were obtained, and ~ill assign to each of the 
observations (segments or combinations thereof) a numeric 
factor score. Using only factor loadings greater than .49, 
this score is obtained, for each factor, by using the loading 
of all words on that factor, as a multiplier for the fre
quency of occurrence of that word in the observation 
being scored ; these separate word-scores are then summed 
over ail the selected words on that factor yielding a factor 
score. In order to afford comparability between factor 
scores, SCORE computes standard- as well as raw-scores 
for each factor on each observation. 

Table I also illustrates the use of SCORE. The segment 
presented in Table l is the highest scoring segment for the 
SYN factor seen in that table. This is a typical result and 
there seems little question that SCORE can quite well 
locate that portion of the data base which is heavily 
saturated with the material that is helping to elicit the 
factor which is being scored and that the material located 
is consonant with the content of the factor. 

Illustrative Results 

As part of our continuing research program, we have 
recently begun application of the system to data other than 
the series of over four-hundred continuous psychothera
peutic interviews which comprised the initial data base 
from which the system was developed. As a suitable 
vehicle, we chose a set of two psychotherapy interviews 
recorded over fifteen years ago (I) . Our choice of these 
two interviews was dictated by the fact that they form the 
nucleus of a book, Comparative Psycholinguistic Analysis 
of Two Psychotherapeutic Interviews, which was edited by 
Gottschalk and published in 1961: the purpose of the 
symposium, from which this book was generated, was to 
bring together several workers in the area of content 
analysis and to bring their different approaches and skills 
to bear on the same set of two interviews. The results of 



these different analy es form the major part of the book; 

our hope was that analysis of these same two interviews by 

WORDS would yield data which would illustrate the 

utility of the system by allowing comparison of our results 

with those of some of the members of the symposium. 

Our purpose in presenting these results is not to offer or 

interpret further information as regards the particular 

case under analysis; rather, by showing some portion of 

our results we aim only towards demonstrating the utility 

of WORDS as a method for content analysis. 

The data incorporated in the two interviews analyzed in 

the symposium i based upon two separate meetings, 

interviews number 8 and 18 of the patient under treatment. 

Following a description of the patient and the comments 

of the psychotherapist as to the content of the interviews, 

the book then details the interviews themselves, a set of 

physiological observations as to skin temperature and 

heart rate for both therapist and patient (on a minute-by

minute basis) and then presents papers by Strupp, Jaffe, 

Mahl, Gottschalk, et al., and DiMascio. The papers by 

the last four authors present materials which are reported 

in tabular or graphic form in the text in a quantifiable 

fashion ; thus, Jaffe uses the verbal diversification index 

(type-token ratio) and a percent present-tense index, Mahl 

defines a speech disturbance ratio and silence quotient, 

Gottschalk presents and scores categories for anxiety, 

hostility, and schizophrenic disorganization, and Di Mascio 

makes use of the physiological indices listed above. 

Jn analyzing the data of these interviews by WORDS, 

we used the UH H approach. Following the usual pre

factor rules, we submitted a list of a hundred-and-ninety 

different words for factoring. With these results as a 

baseline we then included, as an additional set of twenty

five variables, the various indices derived from the papers 

presented by the members of the symposium; inclusion 

was done by representing the variables as though they 

were words with a frequency equivalent to their "score". 

Thus, for example, if the patient had had a heart rate of 

75 in segment four of interview eight, a variable PHR was 

included seventy-five times within that same segment; 

following usual WORDS reduction and summarization 

procedures PH R would yield a combined frequency of 

75 in segment four of interview eight. After analysis of the 

basic plus auxilliary data matrix, we compared this with 

the matrix of words only and found little basic difference 

between the two sets of factors. The substantive data 

factor were almost the same; that auxilliary data which 

had been submitted simply loaded within various of these 

factors. 
Although we extracted twenty factors, we found to our 

surprise (perhaps because we were dealing with a data base 

only 40 % of our usual size) that almost J 00 % of the 

variance had been extracted by the first nineteen factors. 

The results of the analysis have been very provocative. 

The significant and frequent loadings of so much of the 

auxilliary data clearly indicates the extent to which content 

themes extracted by WORDS relate to indices extracted 

according to other widely different theoretical constructs. 

lt is important, however, to note that some of the relation

ships are probably artifacts. J n Factor 13 we have a 

loading of .70 for "OUTWARD HOSTILITY" and a 

dominant loading of .96 for the word kill; this simply 

suggests that the word kill plays an important role in 

scoring the category. On the other hand, such indices as 

the type-token ratio, physiologic measures such as heart 

rate and skin temperature, percent of present tense verbs, 

etc. cannot be reasonably explained in terms of content 

artifact. 

The results of this analysis are too extensive to present 

in entirety. Rather, we shall show four factors of the 

second analysis (in which the auxilliary data was included) 

in order to illustrate the kind of materials produced. 

In the beginning of the Gottschalk book, in a chapter 

by Kanter and Di Mascio, a summarization of the content 

of the two interviews is furnished by the psychotherapist. 

Table 2 contains a portion of the therapist's description, 

the significant loadings on Factor J 5 of the WORDS 

analysis, and the segments chosen by the SCORE program 

as the highest loaded in the data on that particular factor. 

TABLE 2 

Gottschalk Data Example 1 

Part I. Therapist statement. He continued to work at understanding 
his feelings. In the course of this, he told of blocking himself and 
hurting himself and handling the humiliation by clowning and play
ing the buffoon as his father had before him. With a feeling of horror, 
he told of his identification with being publicly humiliated before 
those who matter. (l, p. 20) 

Part 2. FACTOR 15. (Varimax rotated loadings truncated at < .30) 

ANXIETY 92 *THERAPIST HEART RATE - 46 
HUMILIATE 89 OTHER 44 
*EMOTIONAL DISCOMFORT 81 *INTRAPRSNLSCHIZ WITHDRWL - 38 
*FREE ANXIETY 73 *BLOCKED RELATIONS - 36 
SPECIAL 72 *PATIENT SKIN TEMPERATURE - 36 
FAIL 64 *TOTAL SCHIZ WITHDRWL 36 
UPSET 54 WIFE 35 
CERTAIN 50 ALL - 34 
WANT 50 EXPECT - 32 
* % PR ESE T TENSE VERBS 50 MAY - 31 
INTELLECTUALIZE - 47 *GRATIFYING RELATIO SHIPS 31 
*TYPE TOKEN RATIO - 46 

* Non-verbal categories. 
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Part 3. High Scoring Segments 40-41. 

40. being the therapist to this group and then this woman on a 
program which I identified with. Of course I was reall y upset for 
this woman in front of her child. l remember a s imilar feeling o f the 
greatness of the movie "Bicycle Thief", the humiliation o f the father 
in front of his son when he was caught stealing the bicyc le. I thought 
that was the greatest part of the movie, very much aroused. I am 
sure I cried at that part of the movie. Uh tha t rea lly affected me but 
a h I don 't know, and then yesterday I started talking about my 
father and his humilia tion and then his handling the humiliatio n by 
clowning 

41. and being buffoon and so do I, I clown and play the buffoon. 
Humiliation is a real issue to me, humiliation in front o f people, I 
think of tarring and feathering someone. I think of it with horror. 
The humiliation with which they treated collaborators who were 
stripped and had their heads shaved , especially the woman . It rea lly 
deeply affects me. I must identify with that - being humilia ted ... 
Gee, l always talk about my anxiety, ha ha, I can talk freely to 
people, I'm very anxious, I'm very anxious over such a nd such , a lmost 
ready to have them say no , you weren't, or to show them that I wasn't 
rea lly ... 

In a later paper, Mahl presents information as to hi s 
analysis of the data using the speech disturbance ratio 
and silence quotient. Mahl raises a question as to what 
causes the variations in the speech di sturbance ratio ; 
noting that his objective measures are not designed to 
answer this question , Mahl nevertheless attempts to 
pinpoint some of the variation by noting that " the 
therapist's increasingly prodding, insistent questions and 
comments on the patient's lateness ... are associated with 
the progressive rise in speech disturbance level ... " Mahl 
identifies the 29th-32nd minute of interview 18 as being 
these points. Table 3 presents Factors 11 and 18 which 
contain the two highest loadings of SDR across all of the 
extracted factors . Factor scoring for Factor 11 selects 
segments (minutes) 26-30 ; scoring on Factor 18 a nalo
gously retrieves segments 31-35. 

As a final illustration of the results, it is worth con
sidering some of the physiological materials presented and 
analyzed by DiMascio in another chapter of the book . 
Because each of the participants in the symposium had 
utilized his own methods and skills for construction of the 
various indices to be applied to the data, DiMascio 's abil
ity to relate the various physiologic indices to thi s other 
data was confined to a series of correlations. What WO RDS 
allows, on the other hand, can be easily seen by inspection 
of Factor 4 presented in Table 4. 

Again, we should note that this re-analysi s of the data 
from the content analysis symposium is not an attempt 
to offer new information or conclusions about the data 
analyzed by that group, although it could indeed se rve 
such a purpose. Rather, we cite this information and show 
these results to begin our attempts in making an assessment 
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TABLE 3 

Gollschalk Data Example 2 
(Varimax rotated loadings truncated at < .30) 

FACTOR 11 

RETALIATE 97 
IDENTIFY 8 1 
CONFIDENT 80 
REASON 72 
*INWARD HOSTILITY 7 1 
CHANGE 70 
YOU (Therapist) 68 
SPEAK 60 
*SPEECH DIST. RATIO 54 
*TYPE TOKEN RATIO 54 
*GRATIFY ING RLTNSHPS 53 
Si:E 47 
REACT 46 
SAY 44 
CHANCE 38 
FEEL 33 
TAKE 32 
ACTUAL 31 
TALK - 3 1 
*FREE A XIETY 30 
*!'MOTIONAL WELL BEING 30 
*TOTAL SC HI Z W ITHDRWL 30 

High Scoring 
Segments or 
Minutes 

26 - 30 

* Non-verbal categories 

FACTOR 18 

FEAR 78 
*STRUCTURAL SCHIZ 

W ITH DRWL - 75 
MUST 69 
YB ~ 

*SPEECH DIST. RATIO 53 
NEW 50 
RESIST 49 
COURSE 42 
MANY 42 
CONCERN - 36 
EXPECT - 36 
*TOTAL SC HIZ WITHDRWL - 33 
MAYBE 31 
LESS 30 

3 1- 35 

TABLE 4 

Gottschalk Data Example 3 

Part l. FACTOR 4. (Varimax rotated loadings truncated at <.. .30) 

FLY 98 HOPE 54 
BOY 95 REMEMBER 51 
LET 94 *OUTWARD HOSTILITY 47 
MUMPS 93 GOOD 44 
AGG RESS 91 *INTRAPRSNL SCHIZ 

BACK 88 WITHDRWL 42 
*THERAP IST HEART RATE - 77 *SELF ESTEEM 40 
G I 68 MAYBE - 39 
*OUTWARD HOSTILITY PRETTY 39 

THEME 65 SHOULD 39 
FEW 64 *SPEECH DIST. RATIO - 39 
*PATIE T HEART RATE - 61 FAMILY - 32 
*PATIENT SKIN CAN 31 

TEMPERATURE 58 MANY - 30 
* INTERPRSNL SCH IZ 

WITHDRWL - 56 

* on-verbal categories 

Part 2. High Scoring Segment 52. 

(Prior to thi s segment , pa tient describes a private beach used by his 
family and his discovering a group of soldiers there one day who 
refused to leave. He speaks of his maneuvers to get them to go, his 
hopes that they will contract his son's mumps, his w ife's fear he will 
get into a fight; he talks o f getting ready to flycast the beach area and 
remarks that if o ne is not skil lful people behind the caster ca n some
times get hurt. He states his inability to tell the so ldiers:) 



... would you mind moving I'd like to cast this area, I don't let my 
kids sit there, which I don't. Uh , I just didn' t say anything. I let the 
fly fall a few times thinking I hope one of them gets the fly, and then 
being afraid though to really hook someone with a fly or whip them 
with it. Actually, it 's a whipping, a good sharp slap. Being afraid l 
realized well here I'm going through all this indirect aggression and 
suffering it through and I can' t really express it. Even if it were a 
physical fight J would have been proud of myself to have been able 
to do it and feeling that I could have carried it off. J was physically 
in wonderful shape. I'd been swimming and I'm usually in good 
shape anyway, thinking if it would just help establish a relationship 
between me and my son. l 'd just seen the picture - in which ... 

of the validational properties of WORDS and of the 
factors and factor structures which it produces. 

We have been concerned about the validational prop
erties of this method since its very inception. While there 
a re many validational criteria that might be applied , two 
major aspects of validity have seemed of primary import 
to us. The first of these two criteria concerns the extent to 
which the factor "fits" the data. That is, considering each 
factor independently how well does it identify its portion 
of the data (as defined by high factor score) and to what 
degree is that portion of the data selected consonant with 
the factor. The second validational criterion concerns the 
factor configuration derived ; how well can the data base, 
or portions of the data base, be described in terms of the 
factors . 

Our attempts to answer these questions with the kinds 
of data for which the system was originally developed -
psychotherapeutic protocols - is difficult. We used the 
Gottschalk data in our hopes that it would offer enough 
ancillary information to help us assess these questions . 
While the data did indeed make it easier for us to assess 
our factors - by utilizing descriptions of the protocols 
from the book - it demonstrated that, once again, we 
would be forced to buttress these factors by judgmental 
statements made by others as to what was indeed the 
content of the data base. Since it is precisely in order to 
avoid such dependence upon judgmental techniques that 
we developed the system, we felt dissatisfied with the 
results of the Gottschalk analysis. It seemed clear that 
what we needed, for analysis, was a data base that had 
clearly defined content that was known to large numbers of 
people. In short, we wanted a data base whose content 
was clear enough and public enough to make a "face 
validity" approach towards factor assessment a reasonable 
tenable procedure. 

Accordingly, we turned our attention to famous chil
dren's books. Such books are relatively short, utilize 
somewhat restricted language, tend to have clearly defined 
content, and are usually known, in broad outline, to many 
people. Having examined a number of possibilities, we 
selected Frank Baum's The Wizard of Oz. This story 

satisfies all the criteria mentioned above and is certainly 
one of the most well-known children's books of all time. 

In the analysis of Oz, we felt that we were posing a 
fairly stringent but appropriate test for the WORDS 
System. The major themes of Oz are well known both 
from the book and the movie. 4 Certainly, if the method 
is viable, one must expect to see content themes and/or 
materials clustering around the Tin Woodman, Dorothy's 
flight in the cyclone to the land of Oz from her home in 
Kansas, the Cowardly Lion, the Scarecrow, the Wicked 
Witch, the Wizard himself, etc. 

Oz was the largest single data base we have ever analyzed, 
numbering almost 42,000 words. The data was analyzed 
according to the UHH rules mentioned earlier. After 
assignment of parts of speech, and deinftection to root 
form, we were left with a data base of approximately 1400 
different words. This list, in frequency order, was down
counted in order to obtain the 215 highest frequency 
words ; these words constituted the UHH analysis. Twenty 
factors were extracted, rotated by varimax, and factor
scored for each chapter. The factors, presented in Appen
dix 2, account for 80 % of the variance represented by the 
initial 215 X 215 matrix submitted. 

The two questions posed earlier were examined in the 
light of these results. The first of the questions, the 
validity of each factor for its eliciting content, may be 
examined by referring to Table 5. This table describes 
each of the factors both in terms of its four highest loading 
words and in terms of a brief description of the content of 
the total factor. With the presentation of each factor will 
be found that chapter yielding the highest factor score 
for the factor and the title of the chapter. Because of the 
nature of the chapter headings, it can be seen that twelve 
of the twenty factors can be immediately verified by 
inspection of the key loadings on the one hand and the 
chapter title (in which they occur most heavily) on the 
other ; thus, Factor 2 is most heavily loaded into Chapter 5, 
"The Rescue of the Tin Woodman", Factor 8 in Chapter 
14, "The Winged Monkeys", etc. The remaining eight 
factors do not automatically link with the chapter titles; 

4 Oz, now in the public domain, is available in numerous editions. 
We checked several to confirm the fact that ours was standard in 
content. Two changes were made to the book in our analysis: (1) 
Chapter 20, "The Dainty China Country", was omitted since it 
added many different words for a very small increment in total data; 
(2) Chapters 23 and 24 were combined since Chapter 24 is but one
half page long. lt is worth noting that several differences exist 
between the movie and the book ; we mention the major ones in order 
not to confuse the reader: The movie has ruby slippers, the book 
silver shoes; the movie pays much attention to Kansas and repro
duces the Kansas characters in Oz while the book does neither; the 
movie has Oz as a "dream" , in the book Oz is " real" ; finally, the 
movie omits any reference to the Kalidahs, the Golden Cap, the 
Hammer Heads, and the Field Mice. 

141 



I t 
I I 
I• 
1 1 

TABLE 5 

Identification of Factors in Oz 
(For complete factors cf. Appendix 2) 

Factor and four 
high loaded words 

I. ax 
oil 
Tin Woodman 
tin 

2. Oz (HEAD) 

Oz (LADY) 

kill 
send 

3. farmer 
brick 
scarecrow 
road 

4. Munchkins 
Witch 
East 
woman 

5. Uncle Henry 
house 
Aunt Em 
bed 

6. wolf 
lie 
crow 
die 

7. coward 
near 
Cowardly Lion 
heart 

8. Gaylette 
Que/ala 
tirne 
Winged 

Monkeys 

9. Winkies 
tinsmith 
set 
careful 

IO. mouse 
Queen Mouse 
safe 
turn 

Factor content 

I 
Highest loading 

chapter and 
title 

The Woodman, his body, 5. "The Rescue 
one time romance with of the Tin 
Munchkin girl. Woodman" 

Meetings with Oz in his var- l I. "The Emer
ious disguises. Oz's demand raid City of 
that they kill Wicked Witch Oz" 
of West in order to receive 
their requests. 

The Scarecrow, his creation, 
stupidity, clumsiness, need 
for a brain. 

3. " How Do
rothy Saved the 
Scarecrow" 

People of the East; freed by 2. "The Coun-
Dorothy whose house killed cit with the 
the Witch. Munchkins" 

Dorothy's aunt and uncle, 1. "The Cyclo-
her home in Kansas, her trip ne" 
to the land of Oz. 

Attacks by animals on one 12. "The Search 
or more members of group for the Wicked 
during book; chief such at- Witch" 
tack is instigated by Wicked 
Witch. 

The Cowardly Lion, his at- 6. "The Cow-
tack on Toto, Woodman , ardly Lion" 
Scarecrow. 

The Winged Monkeys, crea- 14. "The 
tion of their controlling Winged Mon
agent - Golden Cap - by keys" 
the sorceress Gaylette. 

Winkies, people of West, 
slaves to Wicked Witch, 
freed by Dorothy; their 
special friendship to the 
Woodman. 

The field mice; Queen 
Mouse, saved by Woodman 
directs mice to save Lion 
from poppy field. 

13. "The 
Rescue" 

9. "The Queen 
of the Field 
Mice" 

however, all relate quite appropriately as can be seen in 
Table 5 under the "content" which relates the factor 
content to the chapter content. Thus, Factor 2 describing 
the various meetings of the group with the disguised 
Wizard occurs in Chapter 11, "The Emerald City of Oz"; 
it is, however, in that chapter that all of these particular 
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Factor and four 
high loaded words 

l l. spectacles 
Guardian/ 
Gates 
want 
Emerald City 

I 2./lower 
stork 
sleep 
bright 

l 3. terrible 
man 
home 
promise 

l 4. silver shoes 
end 
water 
Wicked Witch 

15. room 
green 
soldier 
dress 

16. balloon 
air 
silk 
make 

17. pretty 
Hammer Heads 
kind 
dress 

l 8. pole 
river 
middle 
let 

l 9. tree 
side 
branch 
seem 

20. courage 
real 
brain 
very 

Factor content 
Highest loading 

Chapter and 
title 

The entry to the Emerald JO. "TheGuard
City via the Guardian of the ian oft he Gates" 
Gates who requires all to 
wear green spectacles on 
entrance. 

The poppy field with its 8. "The Dead
"deadly" fragrance which ly Poppy Field" 
puts anyone going through 
to sleep forever. 

The wizard; his trickery of l 5. "The Discov
the group ; his broken prom- eryofOztheTer-
ise to each of them. rible" 

The magic shoes gained by 12. "The 
Dorothy from Witch of East Search for the 
and coveted by Witch of the Wicked Witch" 
West leading to her downfall. 

The palace of Oz in Emerald I l. "The Erner
City where the Group await aid City of Oz" 
their audiences with Oz. 

The device which first 17. " How the 
brought Oz to the magic Balloon was 
land and which he and Dor- Launched" 
othy hope to use to return 
home again. 

The Hammer Heads, people 22. "The Coun
with projectile heads who try of the Quad
bar the group in their jour- lings" 
ney south to see Good Witch. 

The ubiquitous pole with 8. "The Dead
which Scarecrow has much Ly Poppy Field" 
trouble. Chief problem: 
stuck on pole in middle of 
river. 

The various forests and the l 9. "Attacked 
scenery encountered by the by the Fighting 
group in their travels. Trees" 

A generalized factor about 15."TheDiscov
the "needs" of the group: eryofOztheTer· 
courage for the lion, a heart rible" 
for the woodman, brains for 
scarecrow. 

meetings take place. Likewise, Factor J 7 achieves its main 
loadings in Chapter 22, "The Country of the Quadlings", 
a chapter almost completely devoted to the group's at
tempt to reach the country of the Quadlings and their 
difficulty in following their route since it is barred by the 
Hammer Heads whom they must circumvent. 



Our reaction to these results, then , is that the facto rs 
are indeed relevant to the content areas which they identify. 
This approach has dealt only with the highest factor
loading score for each facto r ; factors, however, have a 
factor score for each of the chapters under a nalys is and we 
therefo re turned ou r attenti on to those areas in which 
factors were occur ring at some significa ntly high leve l. 
The most effect ive way to present thi s kind of a nalysis is 
on a chapte r-by-chapte r basis ; thus, we are raising the 
question as to how well the chapters are described by the 
factors as opposed to how well a particular factor dovetail s 
with its highest scored segment. Table 6 presents thi s 
chapter-by-chapter analysis. The chapter, its title, and a 
brief description of its content a re furnished; for each 
chapter, the factor number, standard-score for that facto r, 
and a mnemonic based on the basic factor structure a re 
li sted. All factors with a standa rd score of + 2.00 o r 
greater are presented. Factor scores with as teri sks indicate 
the highest score ever obta ined by the facto r. 

Aga in , the results a re very encouraging. In Chapter l 
which is devoted to Dorothy's ho me in Ka nsas a nd her 
trip, the on ly factor scor ing at 2.00 o r mo re is Factor 5, 
" Home". In Chapter 2 which deta il s her arrival in Oz, 
the meeting of the Munch kins, receipt of the Silver Shoes, 
a nd her pla ns to see the Wiza rd , Factors 4, 14, a nd 13 
score at o r above 2.00 thus identifying the " Munchkins", 
the "Silver Shoes", and the "Wizard". 

Close inspection of Ta ble 6 will reveal tha t certain 
themes , noted in the "contents" column are not being 
supported by approp ri ate factors a nd that one chapter, 
Chapter 21 , has no factor scored a t + 2.00 or greater. 
This chapter is concerned with the cowardly lion 's 
"election" to become king of beasts after he has killed a 
monster spider terrorizing the other animals in the forest. 
Spider and monster, the two words most closely associated 
with the chapter's theme, did not obtain frequencies high 
enough to be included in the 215 word li st for factoring. 
Whether eno ugh other word , themselves associated with 
these two key words are included in the 215 li st and 
potentia ll y ava ilable in factors beyond number 20, is 
presently so mething we cannot ascertain. The issue of 
what words are included , a nd the consequences of missing 
words, is a topic to which we shall later turn our attention. 
It is perhaps worth noting that the highest scoring factor 
in Chapter 21 with a sta ndard-score of + J.29 is Factor 7, 
"Cowardl y Lio n". 

After concluding thi s initial analysis of Oz, we decided 
to try a nother approach which would yield information 
as to the effects of word choice on factor extraction . ln 
order to do thi s, we again started with the list of 1400 
different words (used in the last analysis to yield the 

TABLE 6 

Relationship between Factors and Chapters in Oz 
(For complete factors cf. Appendix 2) 

Chapter and major themes 
presented 

Factor and 
mnemonic 

Z-score 

I. "The Cyclone". Aunt Em, 
Uncle Henry, Dorothy, Toto; 
trip in cyclone begins. 

2. "The Counci l with the 
Munchkins". Arrival in Oz 
where Dorothy meets Munch
kins a nd Good Witch of the 
East; learns she has killed Wick
ed Witch o f East a nd freed 
Munchkins; gets sil ver shoes; 
decides to see Wizard to go back 
to Ka nsas. 

3. " How Dorothy saved the 
Scarecrow". Begins trip , spends 
night Munchkin farm, meets 
Scarecrow, gets him off pole ; he 
joins trip to seek brains. 

4. "The Road through the 
Forest". While walking, Scare
crow tells story of his creation 
his failure as a scarecrow, his 
stupidity, etc. They find a 
cottage to spend the night. 

5. "The Rescue of the Tin 
Woodman" . Woodman is 
found, oiled, freed from rust ; 
tells how Wicked Witch o f East 
enchanted his ax ma king him cut 
off arms, legs, etc. to prevent 
marriage to M unchkin girl ;joins 
trip to seek a heart. 

6. "The Cowardly Lion". Lion 
attacks Woodman and Scare
crow, to no avail, turns to Toto, 
Dorothy slaps him , cowardice 
revea led ; learns purpose o f trip 
and joins to seek courage from 
Wizard. 

7. "The Journey to the Great 
Oz". Must cross large ditches 
on back of Lio n ; attacked by 
Ka lidahs; Lion delays them 
while Wood man chops down log 
bridge ; escape ; come to river and 
prepare to build a raft to cross. 

8. "The Deadly Poppy Field". 
Build raft , begin to cross, Scare
crow stuck on po le middle of 
river ; ashore, others solicit stork 
to carry Sca recrow back ; she 
does ; come to poppies ; Lion, 
Dorothy, Toto succumb; Wood
man and Scarecrow carry Doro
thy and Toto but cannot move 
heavy lion. 

5. Home 

4. Munchkins 
14. Silver Shoes 
13. Wizard 

3. Scarecrow 
4. Munch kins 

18. Po le 

3. Scarecrow 
6. Animal Attack 

l 3. Wiza rd 
19. Trees 

I . Tin Woodman 
4. Munchkins 

13. Wiza rd 
3. Scarecrow 

19. Trees 

7. Cowardly Lion 
20. Needs 

19. Trees 
18. Pole 
7. Cowardly Lion 

18. Pole 
12. Poppies 

7.8 1 * 

5.17* 
2.50 
2.40 

5.61 * 
3.19 
2.33 

4.40 
3.04 
2.34 
2.32 

7.33* 
4.78 
3.31 
2.15 
2.10 

6.04* 
2.91 

5.73 
2.29 
2.00 

8.99* 
7.66* 
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Chapter and major themes 
Presented 

9. "The Queen of the Field 
Mice". Woodman saves Queen 
Mouse from wildcat, she offers 
help, Woodman makes " truck"; 
mice drag Lion from poppies. 

10. "The Guardian of the 
Gates". Lion awake, trip con
tinues; spend night at cottage 
discussing hope for success with 
Oz; reach Emerald City, ad
mitted by Guardian of Gates; 
all must wear spectacles to pre
vent blindness from brilliance of 
city. 

I J. "The Emerald City of Oz". 
Enter city, reach palace, each 
assigned separate room pending 
their separate audiences with 
Oz as a different figure; Oz re
fuses each pending death of 
Wicked Witch of West; they 
agree to kill her. 

J 2. "The Search for The Wicked 
Witch". Leavecity,Guardianof 
Gates removes spectacles; in 
land of West seen by Wicked 
Witch who sends wolves, crows. 
etc. to kill; all fail; sends Win
kies - slaves - also fail; uses 
Golden Cap and sends Winged 
Monkeys who destroy Wood
man and Scarecrow; rest pris
oners; Witch's greed for Silver 
Shoes angers Dorothy who toss
es water on her and melts her. 

J 3. "The Rescue". Ask Win
kies, freed from Witch , to rescue 
Woodman and Scarecrow; both 
saved; Winkies carefully repair 
Woodman; start for Emerald 
City; Dorothy takes pretty Gol
den Cap. 

14. "The Winged Monkeys". 
Lost; call field mice who suggest 
Golden Cap; call Winged Mon
keys and begin flight to Emerald 
City; on way, Monkeys tell their 
story and explain charm behind 
Cap. 

I 5. "The Discovery of Oz the 
Terrible". Back at Emerald City 
Oz delays seeing them; agrees at 
threat of Monkeys; discovery of 
Oz as humbug; he tells of trip via 
balloon from Omaha ; they still 
believe he can grant their wishes. 
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TABLE 6 (Cont.) 

Relationship between Factors and Chapters in Oz 
(For complete factors cf. Appendix 2) 

Factor and 
mnemonic 

10. Mice 

11. Emerald City 
13. Wizard 
20. eeds 

2. Audience 
15. Palace 
7. Cowardly Lion 

20. Needs 
3. Scarecrow 

6. Animal Attack 
14. Silver Shoes 
9. Winkies 
8. Winged Monkeys 
7. Cowardly Lion 

11. Emerald City 

9. Winkies 

8. Winged Monkeys 
JO. Mice 
13. Wizard 
18. Pole 

20. eeds 
13. Wizard 
16. Balloon 
11. Emerald City 

Z-score 

6.62* 

8.95* 
2.52 
2.20 

6.95* 
6.62* 
3.17 
2.69 
2.40 

8.42* 
7.57* 
4.57 
3.00 
2.40 
2.39 

9.97* 

7.43* 
3.22 
2.49 
2.29 

8.38* 
4.11* 
2.95 
2.07 

Chapter and major themes Factor and 
presented mnemonic 

16. "The Magic A rt of the Great 20. Needs 
Humbug". Oz puts pin and 
needles in Scarecrow to make 
him "sharp", gives the Wood-
man a heart inside his chest, 
feeds the Lion a dose of courage. 

17. ·'How the Balloon was 16. Balloon 
Launched". Oz and Dorothy 
try to leave via another balloon 
they have built. Balloon, with 
Oz, leaves without Dorothy who 
is chasing Toto. 

18. "Away to the South". They 
ask Winged Monkeys if they can 
take Dorothy home ; monkeys 
explain they are powerless out
side of Oz; decide to go South to 
seek aid from Good Witch. 

19. "Attacked by the Fighting 
Trees". Leave city again and 
start south; in forest are attacked 
by trees; they escape and con
tinue on. 

20. "The Dainty China Coun
try". This chapter was not ana
lyzed. Cf. fn. 4. 

21. "The Lion becomes the 
King of Beasts" . Lion is asked 
by forest animals to destroy 
monster spider; does so ; is elec
ted '' king" of beasts. 

22. "The Country of the Quad
lings. " Prevented from crossing 
hill by Hammer Heads who 
knock them down with their 
projectile heads ; they call 
Winged Monkeys who carry 
them over hill to castle of Good 
Witch of the South. 

23. "Glinda grants Dorothy's 
Wish". 
24. " Home Again" . (Analyzed 
together; cf. fn . 4.) Witch ar
ranges for Scarecrow to rule 
Emerald City, Woodman the 
Winkies, Lion the animals, re
turns Golden Cap to Monkeys, 
shows Dorothy use of Silver 
Shoes ; Dorothy returns home to 
Kansas. 

8. Winged Monkeys 

19. Trees 
I I. Emerald City 

No factor 
score value 

> .,- 1.99 

17. Hammer Heads 

5. Home 

• Highest score achieved by the factor anywhere in the book. 

Z-score 

2.46 

8.10* 

3.45 

7.92* 
2.72 

9.32* 

2.01 



downcounted 215 list) but on this occasion we approached 
the list in a completely different fashion. Disregarding 
any attempt at objectivity we carefully selected a set of215 
words corresponding to our knowledge of the book and 
our hopes as to what factors would be extracted. ]n short, 
we loaded the matrix for analysis with the best set of 215 
words we could possibly choose. From that point on, 
analysis was conducted according to standard procedures 
and twenty factors were extracted. 

Space does not permit us to present this complete 
factoring run here. Inspection of the two factor structures, 
that from the "downcounted" data and that from the 
"chosen" data was very encouraging; from our knowledge 
of the book we found no difficulty in matching sixteen of 
the twenty downcounted factors with those in the chosen 
word results. Table 7 presents these matchings and indi
cates those factors that could not be matched from one 
analysis to the other. While it was clear to us that, for 
example, downcounted Factor 15 was the "same" factor 
as chosen Factor 16, it was also clear that this congruence 
might not be apparent to someone who was not intimately 
familiar with the book. We therefore searched for a way 
in which to demonstrate this similarity. Our technique 
was to take the factor scores for Factor 15 across the 
entire book and correlate them with the factor scores for 
the (ostensibly) matched Factor 16. We did this for each 
of the fifteen unilateral matches in the data and the results 
were startling. The last column of Table 7 presents these 
correlations; there is one correlation of .49, one of .79, 
one more at .86 and the remaining twelve correlations all 
have values equal to or greater than .97. 

Because of the size of these coefficients, we were con
cerned that some artifact might be operating. We could 
think of only one: the number of words in common 
between each two potentially matched factors. Thus, 
despite our different methods of choice, were a pair of 
factors yielding high correlations based on basically the 
same set of highly loaded words (load ings greater than 
.49), we would be building correlations based mainly on a 
common set of frequencies. 

Table 7 also examines this possibility and demonstrates 
that it is untenable. Using the downcounted factors as the 
base, we established the number of downcounted factor
scorir.g words in common with the possibly matched 
chosen factor-scoring words. This data is presented both 
as a fraction and a percentage; inspection of the corre
lations clearly demonstrates the complete lack of effect 
of the "commonality" on the correlation. 

The only other possibility for an artifact of which we 
were aware also hangs on the question of common words. 
Thus, if the total 215 matrix of downcounted data is 

TABLE 7 

A Comparison Between Do1vncounted Word 
Factors and Chosen Word Factors 

Factor mnemonic I Downcount I Chosen I Overlap 
Factor factor 

Tin Woodman I 2 7/14 50 % 
Audience 2 3 5/1 J 45 % 
Scarecrow 3 7,19 
Munchkins 4 5 5/9 56 % 
Home 5 4 4/10 40 % 
Animal Attack 6 J 4/8 50 % 
Cowardly Lion 7 6 4/5 80 % 
Winged Mo11keys 8 20 3/8 38 % 
Winkies 9 18 2/7 29 % 
Mice 10 9 3/7 47% 
Emerald City 11 12 4/5 80 % 
Poppies 12 13 4/9 44 % 
Wizard 13 10 4/8 50 % 
Silver Shoes 14 14 3/7 43 % 
Palace 15 16 1/9 ll % 
Balloon 16 8 1/7 14 % 

Hammer Heads 17 
Pole 18 
Trees 19 
Needs 20 

King of Beasts II 
Leaving Oz 15 
Kalidahs 17 

Corre
lation 

.99 

.97 

.97 

.98 

.86 

.98 

.79 

.97 

.99 

.99 

.98 

.69 

.99 

.97 

.49 

composed of a high proportion of the 215 chosen word 
data, its similarity in total words might al low extraction 
of basically identical factors with the few different words 
holding onto the high loading areas . Jt is sufficient to 
note that only 98 words in the downcounted data and 
chosen word data are in common, i.e., 46 %-

DISCUSSION 

The results presented in this paper have led us to four 
major conclusions. We shall discuss each in turn. 

Factor Validity 

We raised two questions concerning factor validity in our 
analysis of the Oz data. The first tested va lidity by asking 
the extent to which each factor "fit" the data; were the 
segments for which a factor was most heavi ly scored good 
representations of that factor and vice-versa. Secondly, 
we asked the extent to which the configuration of factors 
was able to describe the data base itself. Both of these 
questions were answered affirmatively in the Oz data and 
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while the second has never been tested on any o ther d ata

base, the question of "fi t" has been examined now over 

some widely differing sources of m ate rial. We take it then 

that the approach we have pursued is ind eed a viable o ne 

and that the factors which it extracts are valid represen

tations of the data which elicits them. 

Data Base Description 

While raised mainly as a validational criterion, the ab ility 

of the factors to describe the Oz data o n a chapter-by

chapter basis has suggested the possibility of a configu

rational approach towards the description of major content. 

ln such an approach, the information utilized would be 

the set of factors and their standardized scores operating 

configurationally over the various units of the data base 

under analysis; it might thus be feasible to describe changes 

in a data base by noting the configurational changes 

taking place. We have done no research into this area as 

yet but there are several statistical techniques available 

for configurational analysis and we shall begin to investi

gate them soon. 

Word Selection 

The high degree of correlation between the Oz down

counted factors as contrasted with the chosen-word factors 

implies some degree of insensitivity, in the factor structure, 
to the words available for building these factors. We have 

no information, at present, as to the degree of that 

insensitivity other than that furnished by the analyses on 

Oz. Thus, we do not know whether the 46 % overlap 

figure between the two sets of words analyzed represents 

a figure that is adequate because of the nature of the data; 

it is possible that a much greater overlap may be required 

when dealing with data whose interrelationships are more 

subtle and complex than is the case with Oz. Further, our 

U HH rules, operating on the downcount analysis, fairly 

well restrict the data analyzed to nouns, adjectives, verbs, 

and adverbs. Whether the kind of concordance obtained 

with Oz would hold when data is analyzed with a heavy 

preponderance of articles, prepositions, conjunctions, 

etc., is something we cannot presently answer. ever

theless, some degree of insensitivity is a clearly demon

strable finding and the fact that this robustness does 

exist has considerable implications for our future lines 

of research. 

We have noted earlier in the paper that the major critical 
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problem we face in the operational procedures of WORDS 

is in the selection of what words to retain for ana lysis. 

We have tacitly assumed that the deletion of words would 

cause changes in the factors obtained and in the config

urational relationships among these factors. Our first 
indication that thi s assumed sensitivity might be over

stated came when we began our investigation into a U HH 

rather than an SYN approach. As noted in the paper, 

both approaches yielded factors many of which could be 

related one to the other. Several of the factors, however, 

could not. The Oz data confirms this finding. Of the 

twenty factors extracted in both the downcounted and 

chosen-word analyses, four of the downcounted factors 

could not be matched to those in the chosen-word 

set while three of the cho en-word factors were not 

matchable; (t he discrepancy exists because one of the 

downcounted factors - the Scarecrow - separated into 

two factors in the chosen-word data). Both sets of un

matched factors, the three from the chosen-word data and 

the four from the downcounted data, were equa ll y "good". 

Table 7 shows that the downcounted data extracted un

matched factors for the Hammer Heads (Factor 17), The 

Pole (Factor 18), the Fighting Trees (Factor 19), and the 

Needs (Factor 20). Likewise, the chosen-word data al

lowed extraction of unmatc hed factors representing the 

Kalidahs ( Factor 17), Dorothy's flight from the Land of 

Oz (Factor 15) and King of Beasts (Factor 11). This last 

factor is worth noting because it will be remembered that 

no factor in the downcounted analysis obtained a standard 

score of over + 2.00 in Chapter 21, "The Lion Becomes 

the King of Beasts"; scoring Factor 11 from the chosen

word a nalysis, however, yields a factor score of + 8.00 for 

Chapter 21. Clearly, then, as we have analyzed the data, a 

change in the set of words subm itted for analysis does 
cause some change in the factors extracted. We are not 

sure but that some of these "missing" factors might not 

have been extracted had we continued factor extraction 

past our limit of 20 but this is problematic. evertheless, 

the fact remains that a considerable change in submitted 

words still yielded a match on sixteen of the twenty 

factors, a matched percentage of 80 %-
The implication of this result seems clear: We have 

some margin of safety in our selection of what words will 

be submitted for analysis. This implication, coupled with 

the fact that the downcounted data furnished as good a 

description of the data as did the chosen-word analysis, 

strongly supports our feeling that a UH H approach, with 

its advantages of extreme speed and objectivity, is the 

correct way to pursue our future developments in the 

system. We shall speak more, later, about some of our 

plans for increasing the efficiency of the UH H approach. 



Inclusion of Non-Word Materials 

It will be remembered that we did two analyses on the 
Gottschalk data presented earlier. In both analyses we 
submitted the same list of 190 different downcounted 
words for factor extraction but in the first analysis these 
words were examined by themselves whereas the second 
analy is added twenty-live nonverbal variables for anal
ysis; these twenty-live variables were composed of various 
categories of content analysis, physiological data, etc. 
The results indicated that the factor structure of both 
analyses was almost identical insofar as the words and 
their loadings were concerned. What happened was that 
the non-verbal data tended to appear within factors already 
established , in its absence, during the first analysis. 

We feel that this finding offers a line of development for 
the use of WORDS that is quite interesting. We can 
envision at least two major uses for the inclusion of non
verbal data along with the submitted list of words. On 
the one hand, we believe it would be interesting to see 
what descriptive value could be furnished by such non
verbal data in order to add to the utility of the extracted 
factors and to clarify further the segments of the data 
ba e chosen for examination because of high scores on 
that factor. On the other hand, we can see a use of 
WORDS in the developmental phases of a categorization 
system which would allow the developer or investigator 
of that content-analytic method to investigate the degree 
to which his content categories are intrinsically related to 
the various content materials uncovered by the factor 
structure itself. 

PLANS FOR THE FUTURE 

Methodologic Issues 

There are three major research areas which we intend to 
pursue and which we should now like briefly to detail. 

Statistical Word Selection 

The results presented in the paper have clearly suggested 
that we have some flexibility in the choice of words to be 
submitted for analysis. We have long been interested in 
objective methods for such word selection but were 
troubled because objectivity seemed to demand a price 
in factor interpretability and meaningfulness. The UHH 
approach has, however, given us sufficient encouragement 
to look into this issue further. 

ln the standard UHH approach as we had formulated 

it, the final selection of words for analysis was done by 
downcounting a frequency ordered list of remaining words; 
this technique, of course, guaranteed that the highest 
frequency words would be included for analysis with the 
low frequency words being deleted. There is nothing 
compelling, however, about such an approach. Rather 
than depending on frequency selection, we plan to pay 
extensive attention to that correlation matrix which pre
cedes the factoring run as a method for making word 
choices. Our reasoning is as follows: An intercorrelation 
matrix computation is very much faster than a factoring 
run given the same size of matrix input. With correlations 
on a 215 x 215 matrix being computed across, say, a 
hundred observations, we can reasonably expect the corre
lation program to run at least eight to ten times faster than 
the factoring run that will follow it. Further, a factoring 
run demands more of the machine's available core capac
ity than does a correlational approach and it is therefore 
feasible to run larger matrices through a correlation pro
gram than through a factor analysis program on a machine 
of a given size. Putting these facts together, we intend to 
allow correlational runs on word matrices of orders 
running to about 800, a size which is usually capable of 
holding all different words left in a data base after dein
flection to root form. We shall then utilize another 
program to inspect this matrix of intercorrelations and 
to choose from it the 215 words best meeting a set of 
criteria that will ensure the development of "good" factor 
structure if, indeed, such factor structure is inherent in 
the data. There are at least two criteria that make for 
"good" factors; one, which has been discussed extensively 
during the paper, is the validity of each of the factors 
and of the factor configuration. Another, stemming from 
common factor analytic usage, is simply the loadings on 
each extracted factor - how much variance do they 
extract - and, as a result of summation across the factors, 
how much variance does the total extracted factor set 
remove from the input matrix. We do not believe that 
these criteria are independent; we have found, in prior 
research, that good statistical factors tend to be the more 
valid factors for our use. 

The statistical criterion for factorial "goodness" then 
is one approach that we can utilize. Since it is a fact that 
correlational matrices with very high overall correlations 
will yield better statistical factor structure than those with 
very low overall correlations, we should like to investigate 
the pos ibility that good factor structure can be obtained 
by eliminating words whose overall correlations are low 
in favor of those with high mean correlations. Another, 
non-independent approach, may lie with the variance of 
the correlations obtained between a given word and all 
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other words in the matrix. Other things being equal, high 
variance is better than low for factor analytic operations; 
such variance is obviously not independent of the mean 
correlational level associated with a word but may allow 
selection of words for retention from among other words 
with equal mean correlations. 

Should such an approach prove productive, we would 
have a completely objective and very fast method for the 
selection of the "right" words to be included in a factoring 
run. 

Measurement of Specific Words 

We are interested in exploring a somewhat different ap
proach towards the "measurement" of specific and key 
words in a data base. As it is currently, all words are 
potentially admissable for analysis in a WORDS run. If 
a word, for example mother, is in the data base then it 
stands a chance of admission for analysis that is indepen
dent of its meaning. We believe, however, that if the 
word mother is an important one for the user of the 
system, it might be fruitful to analyze the data base 
deliberately leaving out the word in any such analysis. 
We should then be interested to see what happens to 
factor scoring techniques as they are applied, for all 
factors, on those observational segments where mother 
does not appear vs. those where it does. We have no 
evidence on what the effect of such an operation will be but 
think the possibility of success interesting enough to give 
it some priority in our future research efforts. 

Reprogramming of WORDS 

The University of Rochester has recently acquired an IBM 
360 model 50 computer and will, within another year, 
update that machine to a model 65. WORDS will be 
reprogrammed to run on the 360. Programming on the 
IBM 7074 had, of necessity, to be in assembler language 
because no higher level language existed capable of doing 
the job. PL/I has met that need and reprogramming for 
WORDS will be in that language. Because the 360 is a 
very popular machine, we shall, for the first time, have 
the ability and opportunity to make the WORDS System 
available to others outside the University proper. 

While PL/I cannot come even close to matching the 
efficiency of assembler language coding, it allows us a 
high degree of programming efficiency and offers the 
distinct possibility, within the next two years, of being 
implemented on a number of other manufacturer's ma
chines; this, of course, would allow even further dissem-
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ination of the WORDS System. Further, with the in
creasing speed of third generation machines, the overhead 
generated by PL/I should be more than compensated for 
by the increased operating efficiency of the target computer. 

J n this reprogramming, we shall begin investigation of 
a data flow logic which we hope to implement. As orig
inally constructed, WORDS was based on the concept 
of repetitive runs on the computer for the purpose of data 
reduction with each run taking its input from the prior 
run's output. With the marked success we have obtained 
in a U HH approach, with much faster and larger machines 
available, and with the possibility of word selection being 
accomplished by a statistical criterion embodied in the 
correlation matrix, we believe it will be possible to reduce 
the complete analysis of a data base into two runs on the 
computer. The first, and more trivial, of these two runs 
would be for purposes of correcting spelling and any other 
errors that have crept into the data base during punching 
and initial entry into the system. The second run would 
then take place in a fashion somewhat similar to the follow
ing: The data would have parts of speech assigned, would 
go to an analytically oriented deinflection routine, would 
have words changed and /or deleted according to pre-set 
rules, e.g., delete all non-verb forms of like, and would 
have all words whose frequency is equal to or less than 
some pre-set criterion deleted ; the remaining words would 
then be readied for a complete intercorrelation matrix 
whose results, as mentioned earlier, would be used to 
select the N highest correlating words for submission to 
factoring. Results of the factor procedure would be auto
matically submitted for rotation and the rotated factors 
would be channeled through for factor scoring on the 
original data with results of the scoring being made 
available graphically (for plotting offiine) as well as in 
their usual printed form. 

While an automatic procedure of this kind must await 
the results of our research into the effect of using the 
correlation matrix as the statistical criterion for selection 
of the factoring matrix, the programming and systems 
logic embodied in the preceding description are well within 
the state of the art of both hardware and software of 
present third generation machines. Indeed, the entire sec
ond run we have described, assuming a thousand different 
words for initial screening, with final factoring on ap
proximately a 200 x 200 matrix should run in somewhat 
less than two hours on the model 65 IBM 360 that will soon 
be available at the University of Rochester. Thus, the 
possibility of utilizing WORDS on an almost completely 
automatic, and therefore almost completely objective, 
approach towards the analysis of major content cluster is 
potentially quite feasible. 
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APPENDIX I 

Current Structure of Words 

WORDS currently consists of forty programs. Ignoring 
those programs which can only be called interna lly (by 
another program) a nd those called by a "package" call 

(causi ng internal manufactures of a set calling sequence), 
there are thirty-two programs available to the user. Each 

of these programs will be briefly described la ter. 1 nitially, 
however, we will detail the basic system-, da ta-, and 
program-organization of WORDS. 

Systems Organizations 

To use WO ROS, a series of control cards must be prepared 
by the user indica ting what programs are to be called, in 
what order, what each program is to do , where each pro

gram is to loca te a nd leave its input and output data. 
Since preparation of control cards can be complex, it is 

important that a ll such cards be extensively sc reened before 
allowing a run to begin. This function is satisfied by 
requiring the first program in a ny WORDS run to be 
CHECK. CHECK will subject every control card to an 
extensive se ries of generalized validity checks and then 
further check each card for a ny idiosyncratic formating 
peculiar to the particular program being called. CHECK 

allows the run to proceed only if all cards are error free. 
After recei ving the last control card, CHECK then issues 

an internal call for the administrative WORDS monitor, 
M TRA. 

M TRA u es the control cards, passed by CHECK, 
and (1) sets up a general calling configuration for the 
entire run , (2) replaces sort pa rameter mnemonics with 
act ual sort fields for later use by the sort programs, (3) 
imposes extensive configurational checks on the run to 
rule out a ny logical impossibilities (any of which would 
then result in a dump of the entire run) , (4) forms the 

entire calling sequence, package generated sub-sequences, 

sort mnemonics, etc., into a con ti nous block of data which 

is written to the online 1301 disk file to form a common 
communications block and then (5) issues a call for the 
executive WORDS monitor, MNTRB. 

MNTRB is normally called on completion of each 
program in the calling sequence. Upon obtaining control 
of the machine, M NTRB (I) retrieves the communications 

block, (2) maintains a record of elapsed time for the just 
completed program, (3) furnishes the next program in line 

with necessary da ta 1/0 information, (4) indicates where 
the program may obtain message space if it is needed and 
(5) where the program's specification card, carrying aux
illiary data, may be found; (6) if the program is a sort, 
transfers necessary sort control information parameters to 

the core of the machine, (7) updates the communications 
block and re-writes it back to the disk and (8) issues a 
call for the next program in the run configuration. 

Normally, each program called returns control to 

MNTRB after completion thus again beginning the series 
of operations noted. The program PRINT, however, the 

last called program in every run, does not release to 
MNTRB but rather to the resident monitor which then 
terminates the job, tallies total time, and moves on to the 

next job on the queue. 
Throughout the entire run , extensive error trapping 

procedures are activated. Immediately following CHECK, 
MNTRA makes certain changes to the core-resident 
linkages into the resident monitor (later restored by 
PRINT) in order to prevent normal error recovery under 

control of the resident. Whenever an irremediable error 
occurs that i not trapped by a WORDS program itself 

(typically, 1/0 or arithmetic), a default branch is taken by 
the machine operator to keep the queue moving. The 
changes made to core-linkage by M NTRA overrides this 
default branch and forces control to another linkage (also 
provided by MNTRA) which automatically issues a call 
for PRINT and notes the name of the offending program. 
On entry, PRINT determines if it has been called normally 

(by MNTRB) or not. If not, appropriate warning messages 
of an impending dump are issued and PRINT then goes 
into normal end-of-job procedures. Inspection of the 

material furnished by PRINT usually allows the user to 
diagnose the cause and location of the malfunction. If 
an error is trapped by a WORDS program , a diagnostic 
message is issued and the series of events just noted take 
place by forcing a branch to the PRI T core-linkage 

routine . 

Data Organization 

The method for organizing data records in WORDS is 
dictated by the analytic methods invo lved in the technique 
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which requires that the unit of information be the word 
itself. Thus, each word must constitute a n independent 

a nd separable machine record. 
The standard record format is a collection of eleven 

fixed length fields comprising thirty characters of infor
mation . Each of these e leven fie ld s has a mnemonic 
associated with it and is referred to by that mnemonic. 
WORD, a field of fifteen characters, hold s the actual 
english word compris ing tha t record. SPKR, a one digit 
field, designates the speaker of that word. SPEECH, a 

one digit code for the part of speech , is inse rted by the 
PA RSE se ries. TIME, a one di git code, is not currently 

in use. INTY, a three digit number, a llows designati on o f 
the interview in which the word was found and SEGM, a 
two digit number, a llows referencing the pa rticula r obser
va tion within that interview. SEQ, a three digit number 
inse rted by the SPLIT program during data input, locates 
the specific sequenti a l position of the word within the 

interview/segment co mbina tion and SUBSEQ, a one digit 
number, a llows insertion of up to nine words between a ny 
two originally input words. SEGTOT, a five digit number 

indica tes total wo rds emitted by the particular speake r in 
that segment. FREQ, a five digit fie ld , is initia ll y set to 
one by SPLIT and is then free for whatever use is required 

by the run. Finally, SPARE, a four digit fie ld , is open to 
va rious internal uses by other WORDS progra ms. 

All WORDS programs, other than the initial program 
SPLIT a nd the mathematical programs, are wr itten to 
process records of this length a nd thi s format. 

Program Organization 

WO RDS programs belong to one of six functional types: 
systems control , so rting, editing, record keeping, printing 

and statistical. Each of these blocks will be described 
a long with a li st of contained programs. 

Systems Control 

These six programs a ll have the common function of 
maintaining data flow within the system and between the 

system a nd the res ident monitor. The block subsumes: 
Cl-iECK, COPY, FILER, MNTRA, MNTRB, and 
PR l T. 

Sort ing 

/ _II sort progra ms are rea ll y a third leve l monitor mak ing 
use of the same bas ic applied program , IBM SMl48. 
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Calling any so rt progra m act ua ll y calls this monitor which 
brings in the ma in sort program segments as needed, 
ma kes modifications in the segments as required for the 

particul a r so rt version called, maintains linkages between 
sort segments a nd retri eves necessa ry statist ics before re
turning control to M TRB. The block subsumes: 
OMITS, SORTS, a nd SUMMS. 

Editing and Format Man ipulation 

The nine programs have either the function of changing 

the da ta in a file or changing the fie lds within records in 
th at file or both. Such changes may be accomplished by 
changing fields, removing o r replacing complete records. 

Progra ms included are: ED IT, FIXST, PARSI, PARS2, 
IDIO M, SPLIT, TEXT!, TEXT2, and STRIP. 

Record Keeping 

Th e design of WORDS makes it important to maintain a 
record of changes made to the data. A se ri es of five 

programs, HSTRI-HSTR4 a nd HSTRY, process a ll ed
iting changes before turning control to the actual ed iting 
progra ms. Since 1/0 scheduling for the series is complex 
with interna ll y called sort mod ules, M NTR A accepts a 
call for HSTRY PKG upon recei pt of which it manufac
tures the a ppropr iate sequence. 

Prin ting 

The two modular printing programs, RERYT and PRISM, 

a re used so lely to produce output fi les on the resident 
mo nitor's print tape for later li sting o n an offiine 1401. 

Statistical 

The eight programs in this funct iona l block are designed 
to carry the reduced WORDS data through an intercorre

lat ion matrix , li sting of that matrix, factor analysis, vari

max rota ti on and li st ing, an d fi na ll y a scoring procedure 
utili zing the facto r load ings from the varimax data. The 
programs are: LISTR , CORRI, DUBLR, DECOD, 
FACTR, YARMX, VDCOD, a nd SCORE. Since the 
first four of these programs are constant in any inter
correlational procedure, M TRA accepts a call for 

COREL PKG to produce a ll requ ired calls and 1/0. 



CHECK. This is the first progra m called in a ny 
WORDS run. Its purpose is to make a n extensive se ries 
of validity checks on each of the control cards input to the 
run in order to catch any errors at the beginning rather 
than the later part of the run. 

CO RRJ. The interco rrel a tion matrix program of the 
series. It wi ll ha ndle a matrix of up to 999 va ri a bles. 

DECOD, DUBLR. DUBLR and DECOD functi o n as 
paired programs which will a lmost invariably follow 
CO RR I. DECOD is designed to produce a n eas il y legible 
o utput from the CO RRI matrix o utput by replaci ng the 
variab le identificat ion numbers by their English words 
and by a ll owing an o rdering of obta ined correlations o r 
by screen ing them agai nst a pre-set criterio n leve l. DUB LR 
precedes DECOD and is used to ex pa nd the upper sym
metric matrix produced by CORRI into a complete 
matrix (less the main diagonal). 

EDIT. Used to make substantive changes in the data 
fi le. It is a very flexible program a nd allows, a mong o ther 
things, the cha nge of any given word to a nother, the 
deletion of any specific word or of a ll occurrences of that 
word, the deletion of sets of interviews, speakers, segments, 
etc. The goa l of ED IT is to reduce the total number of 
different words in the system ; in that sense, it is the 
epitome of the entire system since all reduction changes 
idiosyncratic to the set of interviews under analysis are 
accompli shed by ED IT. 

FACTR. The facto r-ana lytic program of the system . 
A principal-components a lgorithm is used to extract up to 
ninety-nine factors from an intercorrelatio n matrix of 
max imum order2 15 X 215. 

FILER. Allows the production of tape files, a ll on one 
tape, designed to serve as future input to the system . Al
lows the re-input of any of these fi les o n future runs. The 
program has several safeguards in tha t files input to the 
system must be labelled, the input tape is automatically 
removed after use, the o utput tape is a lso removed . 

Fl XST. Designed for the merging a nd updating of the 
stripli sts used by the STRIP program. 

HSTR Series. A series of five programs scheduled and 
ca ll ed by use of the HST RY PKG ca ll . The programs 
HSTR-1, -2, -3, -4, a nd HSTRY ma inta in an accurate 
record of a ll data cha nges made via EDIT. The cumulated 
history is saved by the Fl LER progra m a nd allows a 
re-start procedure from a n earlier point as well as a hi story 
of a ll changes made to the da ta. 

IDIOM. IDIOM a nd its second part, PRIDE, will 
loca te idi omatic usages which must be treated differentl y 
than regular words since the separate words within a n 
idiom cannot be worked separately . Idio m-co nstructions, 
furnished on cards, a re located a nd both li sted a nd punched 

in a format that is a ppropriate input to EDIT for a ny 
necessary changes. 

LISTR. The physical format of reco rds as they are 
kept by the WORDS system is not appropriate for that 
set of programs which a re designed to mathematically 
a nalyze the data . It is the jo b of the LISTR progra m to 
re-format the data when it is finally ready for analysis. 

MNTRA, MNTRB. These are, re pectively, the adminis
trati ve and executive monitors of the WORDS system. 
In brief, M NTRA will accept a nd process the run control 
cards which instruct the system as to what programs are 
needed , when, where, etc., and to construct from this list 
of cards a calling sequence for the program run configura
tion; it a lso makes extensive validity checks on the cards. 
When MNTRA has constructed thi s calling sequence it 
turns control to MNTRB which then takes over the 
actua l calling of each progra m in the sequence a nd the 
task of maintaining adequate communications between 
progra ms. 

0 M ITS. A sorting program with the facility for deletion 
o f records which are equal to each other, according to 
furnished parameters upon which equality is to be assessed , 
leav ing o nl y the first of such records intact. Thus, were 
the user to want a li st of every different word in the data, 
use of OMITS o n the so rting parameter of the word 
itself will cause deletion of all words which are alike 
save for the first in the string; the remainder then becomes 
o ne record for every different word in the system . 

PA RSI , PA RS2. These programs will insert a part of 
speech code into each record (word) in the data. PARSI 
operates mainly on a dicti ona ry lookup basis, although 
some logica l ma nipula tion is done, in order to make 
assignments where the grammar code is unambiguous. 
After resorting the output from PARSI , PARS2 ta kes 
over in order to ass ign the remaining codes according to 
fairly ex tensive analytic rules. The assignment of parts of 
speech is important in reduction since it allows reduction 
by rule (e.g., "delete a ll a rticles a nd conjunctions") via the 
EDIT program and in tha t it a llows combinations of 
words with other words beca use the specific meaning of 
the word is defined with its part of speech, e.g., like = 
enjoy vs. lik e = similar. 

PRINT. A dua l purpose progra m. PRINT is called 
in order to terminate the WORDS system control over 
the computer before returning the machine to the resi
dent monitor. Befo re doing so, however, PRINT will 
compile a record of sta ti st ics and messages produced 
during the actual computer run itse lf. 

PRISM. This is the ma in printing progra m of WORDS. 
PRISM is designed to allow the printing of those files 
which have been selected for o utput in order to provide 
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either a record of certain of the results of that run or to 
provide an indication of information for planning future 

runs. 
RER YT. Where PRISM is primarily designed to pro

duce lists of any data file contents, RERYT is specifically 
intended to produce a printed copy of the interviews under 
analysis in a format similar to that of the orginal type
script. Thus, each speaker is separated from every other, 
periods are restored to the end of sentences, spacing 
separates segments, etc. RERYT is used when it is 
desirable for the user to inspect the "state" of the data 
after various transformations have been made. After an 
extensive EDJT run, for example, it is useful to be able to 
read the interviews in their present form to determine 
"clinically" just how much meaning is still being retained 
in the data. 

SCORE. Using the correlation matrix input data pre
pared by LISTR this program accepts a deck of cards -
one for each word in the matrix - punched with the 
varimax loadings for each word on each of the factors on 
which it loads highly. By using the frequencies of occur
rence and the loadings as multipliers, it computes a factor 
score for each factor in each observation. It then produces 
a printing file with the factor score means and standard 
deviations across the entire data set and then lists, for 
each observation, the raw score and standard score of 
each of the factors. 

SORTS. A sorting program which, unlike SUMMS or 
OMITS, makes no physical change to the total file in terms 
of deletion or summarization. SORTS will simply re
order the records in the file into whatever order is specified 
by the sorting parameters; other than re-ordering, no 
changes are made. 

SPLIT. This program serves as the entry point for raw 
data into the system. When an interview is originally 
punched, as many words are placed on each card as is 
feasible. These cards are then put on tape either via an 
offiine 1401 operation or online by COPY. SPLIT takes 
this card image tape as input and produces a separate 
WORDS record for every word on every card of the 
input data. SPLIT will also insert within each record all 
necessary data for determining the origin of the word, i.e., 
segment number, interview number, speaker, etc. Jn 
addition, it will also assign a sequencing number to each 
word as a function of its position in the segment in which 
it was found. Use of these identifying origin data allows 
SORTS to restore the data to its original order no matter 
how it has been re-ordered by any other program. 
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STRIP. Like EDIT, STRJP is designed to make sub
stantive changes to the interviews under analysis. Where 
EDTT makes such changes on the basis of the specific 
interviews being handled, STRIP is designed to be applied 
to every set of interviews that comes along. STRIP may 
be considered as a de-inflection program whose task it is 
to place the words in the data into their root form. STRIP, 
unlike EDIT, has no flexibility in terms of options. It can 
only replace a given word with another as this replace
ment is specified by a deck of pre-punched cards. No 
deletions or other types of changes than replacement, are 
permitted. 

SUM MS. Like OMITS, SUMMS deletes records equal 
to each other so that only one record of each type ( cf. 
OMITS) remains. Unlike OMITS, however, SUMMS 
first adds the frequency data of each record deleted to the 
frequency data of the first record in the string. Thus 
applying both OMITS and SUMMS to the same data 
with the same sorting parameters would yield the same set 
of records on output but SUMMS would have accumu
lated within each record the summed frequency of all the 
records deleted. 

TEXT/, TEXT2. A pair of programs designed to pro
vide a KWlC type of listing with the programs producing 
a record for each input word which reports the two words 
preceding and following that specific word and reports 
also the interview, segment, and sequence numbers as well 
as the part of speech for the key-word. Unlike JDJOM 
which searches for specific idiomatic constructions and 
then reports both the idiom and the sentence which it 
contains, the TEXT-programs are designed more as a 
dictionary producer which allow the user a "random
access" approach so that any word can be located in 
context at any time. 

VA RMX. The varimax rotation program to be applied 
to output from F ACTR. The program will rotate any set 
of up to thirty-three factors from the F ACTR output tape 
to a criterion of simple structure. The set of factors to be 
rotated are selected from the input set by control card 
punching. 

VDCOD. This program serves VARMX as does the 
DECOD program CORRI. It allows production of an 
easily legible listing from V ARMX with each variable 
number being replaced by the corresponding English word 
under analysis, with all factor-loadings ordered by absolute 
value and with a listing of communalities and variance 
proportions attributable to each factor. 



APPENDIX 2 

Factors Extracted from Wizard of Oz Using Frequency Selection Choices 

Factor l Factor 2 Factor 3 Factor 4 Factor 5 

ax 91 Oz (lady) 94 farmer 86 Munchkins 82 Uncle Henry 92 
oil 91 Oz (head) 90 brick 84 Witch 82 house 90 
Tin Woodman 86 kill 85 Scarecrow 82 East 80 Aunt £111 89 
tin 86 send 83 road 66 woman 75 bed 74 
leg 85 lovely 78 stuff· 66 old 73 small 74 
right 79 eye 67 feel 62 little 71 SU/I 72 
arm 77 do 63 eat 60 wear 61 door 71 
body 72 help 62 yellow 59 live 51 laugh 67 
soon 70 answer 58 walk 58 set 51 look 52 
girl 65 throne room 53 hurt 57 face 49 reach 51 
head 60 surprise 52 straw 56 Dorothy 48 Toto 41 
once 55 will 45 place 52 people 48 run 41 
work 54 no 41 Jew 50 Good Witch 44 middle 39 
tinsmith 50 tell 39 no 50 can - 41 sit 38 
can 42 Oz 38 brain 49 grow 39 back - 33 
grow 37 West 38 other 47 land 39 first 33 
Jar - 36 many 36 man 39 Cow/ard/y Lion - 38 land 33 
help 33 straw 34 Toto 38 dress 37 grass 32 
old 33 die 31 crow 37 country 35 eye 31 
come 32 great 31 do 37 great - 34 hand 31 
one 32 grow 31 leave 36 house 32 one 31 
put 32 return 31 mind 35 look 32 ask - 30 
return 31 right 33 the group - 31 fall 30 
face - 30 know 32 hard 30 
look - 30 number - 32 

soon 32 
keep - 30 
pole 30 

% Variance 5.70 4.80 5.20 4.70 4.80 

Factor 6 Factor 7 Factor 8 Factor 9 Factor 10 

wolf 90 coward 88 Gaylette 93 Winkies 67 mouse 91 
lie 78 near 75 Que/a/a 84 tinsmith 65 Queen Mouse 90 
crow (noun) 77 Cowardly Lion 67 time 82 set 54 safe 75 
die 77 heart 62 Winged Monkeys 81 care/iii 52 turn 60 
lay 65 know 54 Golden Cap 74 night 51 all 52 
number 65 Toto 41 call 59 day 50 grass 51 
come 51 stuff 41 fly 58 tear 50 try 50 
tear 51 try 39 next 51 pretty 48 field 49 
Wicked Witch 48 great 37 wish 42 leave - 43 run 44 

fly 48 fast 36 the group 40 like - 43 hurt 41 
Winkies 46 big 35 field 40 forest - 42 fast 39 
straw 43 no 33 lose 37 Good Witch - 40 come 38 
Golden Cap 42 return 32 together - 35 basket 39 near 37 
one 42 run 32 glad 33 rule - 39 work 36 
foot 39 beast 31 land 32 work 38 bring 35 
stand 36 tell - 31 good 31 keep 37 open 33 
next 32 tin 31 sure 31 last 37 Jar 32 
ask - 30 reply 30 once 30 mind 37 live 31 
time 30 yellow 36 speak 31 

Jew 35 big 30 
start 35 yellow 30 
bring 34 
hand 34 
stand - 33 
friend 32 
live - 32 
beast - 31 
ask - 30 
lay 30 

% Variance 4.30 3.50 4.20 3.70 3.70 
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Factor 11 

spectacles 
Guardian of the 

Gates 
want 
Emerald City 
bright 
long (adj.) 
glad 
first 
wish 
sun 
surprise 
man 
speak 
eat 
open 
may 
night 
beast 
give 
great 
like 

% Variance 

Factor 16 

balloon 
air 
silk 
make 
basket 
lose 
go 
day 
get 
now 
should 
together 
tear 
people 
/ind 
will 
Kansas 
thank 
Oz 
last 

% Variance 

154 

87 

86 
75 
70 
56 

- 45 
41 
40 
40 
39 
39 
34 
34 
33 
32 
31 
31 

- 30 
30 

- 30 
30 

3.70 

84 
71 
71 
64 
63 
55 
52 
45 
45 
45 
45 
45 
38 
37 
34 
34 
33 
32 
31 
31 

3.70 

Factors Extracted from Wizard of Oz Using Frequency Selection Choices 

Factor 12 Factor 13 Factor 14 Factor 15 

flower 90 terrible 63 Silver Shoes 83 room 86 
stork 88 man 58 end 76 green 85 
sleep 82 home - 56 water 70 soldier 70 
bright 56 promise 54 Wicked Witch 65 dress 67 
fast 56 please 53 foot 59 morning 65 
last 54 think 53 power 57 wait 65 
carry 52 stand 52 use 51 girl 59 
find 51 voice 51 take 46 see 51 
like 50 little 41 Dorothy 44 bed 50 
fall 45 Oz 40 hard 41 throne room 48 
let 44 speak 37 begin 37 night 48 
hand 42 one 36 bring - 35 door 47 
wait 40 back - 35 beauty - 30 prelly 43 
must 79 rule - 33 open - 30 pass 39 
take - 38 forest - 32 big 38 
river 35 must 32 silk 38 
field 34 Kansas - 31 get - 37 
Jew 31 beauty - 31 course 36 
lovely 31 first - 31 middle 36 

friend 31 one 36 
wait 30 can - 34 

speak 34 
begin - 33 
cry 30 
eye 30 
many 30 
wear 30 

4.10 3.10 3.30 4.40 

Factor 17 Factor 18 Factor 19 Factor 20 

prelly 55 pole 76 tree 82 courage 74 
Hammer Heads 54 river 75 side 63 real 64 
kind 53 middle 60 branch 57 brain 61 
dress 43 let 48 seem 53 very 61 
reach 41 get 45 other 49 many 57 
rest 41 water 44 walk 45 use 53 
will 41 land 40 journey 44 sure 50 
indeed - 40 rest 40 first 43 give 49 
back 39 fast 39 real - 43 reply 49 
grow - 39 West 34 the group 42 day 47 
thank 39 leave 34 must 42 find 47 
take 37 animal - 31 long (adj.) 41 heart 46 
field 36 great - 31 thank - 41 think 45 
head 36 begin 30 turn 41 fear 44 
country 35 may 30 forest 39 people 44 
friend 35 Kansas - 38 Oz 40 
pass 34 kind - 38 put 37 
course - 33 next 37 big - 36 
sit 32 tell - 37 good 34 
voice 31 rest 36 face 33 
must 30 bring - 35 live 32 
open - 30 course - 35 may 30 

answer - 34 morning 30 
surprise 34 
Good Witch - 31 
beast 31 
look 30 

2.90 2.90 4.10 3.80 


